H52% Hell B OR E A (A R R R D) Vol.52,No.6
2025 4 6 J Journal of Hunan University (Natural Sciences ) Jun.2025

XEHRS:1674-2974(2025)06-0106-14 DOI: 10.16339/j.cnki.hdxhzkh.2025181

FEDhEE AR IR T RIS BT 72 B B =1L

AR T ke iF
([EIF 2 ML S AEVE TR 4Bt , b 201804)

i BEASKEAILZSRERIEP G REANT] LG4 RETFMFERA LY
ERF I, S HJEH TR T oY 5 Je K el A2 R B PR AR, AR MU T
B B AR B RE T BB KT LS AR Z B R A TR AL AL Fo I ot T B &
EIAR pBERE G A TR Z A6 B4tk £ T R ER AR B & A (HCGA-TS),
LB FAE RS R IB A F R A R HATIR G, T B TR % AALA R BLE , B
PR R P By B R ARAL, AR AT R X BEA R AR T KGR R
B ERAELSEHFETR, B AL IR KA TR ST R R e T
HGA-TS f£ f# 3% 19 8 b 4 A 200

KRR N B REA R BCE i Ak AR R A

FESES 1273 MERARERD: A

Modeling and Optimization of Assembly Process Scheduling Considering

Functional Fault Rework
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Abstract: Aiming at the problem of project duration extension caused by chain rework due to functional
inspection in large industrial components assembly process, a complex assembly process scheduling problem
optimization model considering functional fault rework is established, and an integer programming model is
established with the objective function of minimizing project duration expectation. Based on the support vector
machine quality defect probability prediction model and bayesian network, the mapping relationship between
personnel allocation decision and posterior rework probability is established. A hierarchic genetic tabu search
algorithm (HGA-TS) is designed. The upper layer optimizes the job execution sequence based on the job list
topology sequence, the lower layer optimizes the personnel allocation based on random key, and then converts it into
resource stream coding local search optimization to generate proactive scheduling plan. The experimental results of
the model show that giving priority to high—level resources for assembly jobs with high posterior probability can

reduce the probability of functional fault rework. The algorithm comparison experiment proves the effectiveness of

HGA-TS in solving this problem.

W EH:2024-01-20
HEE&WH: BHEARFFILE B H (61473211), National Natural Science Foundation of China(61473211)
EE BN Bk (1968—), 5, WLIRR G A, RITFRFHEL, WA
T AFEC R A, E-mail : zhigianglu@tongji.edu.cn



% 6 3

Wil 58 45 - 2% T ) RE M B AR T RO R A A 1 107

Key words: project scheduling; personnel allocation ; genetic algorithms ; tabu search ; quality control

Jo G B T ORGP R
LG | A iR T2 R e MO R i T4, B0 br
BEC I A5 TUE A B TR R A w22, DATITEE 4
WS Bl A . Ak, N BT E RE K Pt 2 T BRI S
R 1 — > B R B R B AR R Y
AR LA BB T Ll A B i AT B2 IR T
RAE I R GRS PR 225 R Tl ™ il e S o
FIEXE IR RGN RS AR, AR T ERAR LA S
FECA SR T, DRE R R T R e 2k R i b 2
7= A I RE R GEHEATAIN ', P M AR LAk T2
BIRIEIE . etk R T2 90 A (5 B i S R
TALEAHE A FERR TR . I, A5
FERTT A BB IRE REAKF B L3 A T BN 5
PE T B 5 B i A ) T RE PR IR R T B2 I, B AE
AR ML S 2 A R I BT R

DRl 7 it 1) S 2B 3t A AV P ST i K
A HOHT BT IR Ao, PR AT DA 5 o B 5 32 IR 3 H
YA B 0] B (resource constrained project scheduling
problem, RCPSP) K JL47 J ] 7. £ %F A B3 9% U5 )
Tt 8 £ [R] /8, Yannibelli 5540 2 52 ke il ol 72
FATEN BUHRE KT 22 S )L, 25 4R b AT SR (I 4
AEZKF-2R, 25 BACY 23 B AN B8 B B AR 2K I
A SRVFRATAR AL . Wang %05 I 2K m) JU5E L0 2% 1
Z FLRE KV HY BT R 32 BRI E 9 B 3] (multi-skill
resource constrained project scheduling problem,
MSRCPSP) , Xof A4 e ] B Rt 5 5 i 7] i R4 PR
Maghsoudlou 55" I 2 B8 I 43 L 23 5 3045l 56 T
i o7 [ I 5 N [ 0 B D = Sl 1 2 N (Y 4
AT A SR TAER 2 BARECA AR (%
QAR RE K GO B RE RN B IR S SN
FBh WIS, 25 BEAE Al A TR [0 PR 43 T 14 O e U5 4
AEZKF M2 . Ak BN S P I 8t ) 6 P 7 1 0 9 iy
SR AN B A B, JH A 0 Sl e o
AN Gz oh 85 05 A e il BA — R R AR AR T
R, Vonder 5> AR AE My AT T BsF 1] 119 7 22 1 o2 4 o
KN, FFH B A B R SRAFL T . Lamas 5542
HE T B AR KR & B IE IR O, JF e
AT A R B30 320 507 vk . S R R R A Ml 22
SR AR S AR TS A U R AR R 27

NS M RS R NG S SE R .

TR G e ) 2 ORI R R, b i
A b J5 o B B o A% 5 2 R UEAE L, R
PR AR TF W . Zhu 506 e o % & T fE
A R S5k 4 11 A2 2 T o 980 ), ) il
BT IE G IR T 5 kAR, LT e $ ok
WAk D i /N fife 5 e PR AR o R e e Sl B BRI
SRR | A X e e a2 PN E M i AR T
[A] % , Deblaere 5 "' 7E Z #5120 RCPSP i 3Ll -, $2
2 FEDRS ff S =R B A I B 5 A I
FE R AR e A AU, U R b R T s ) R
5 e DT R A 8 R 2R 0GR T SRL IR () R B
T 27 L S5 /IS TR b R B T 25 B
SARN A ER L B 1 TO098 8 44 15 1 1 3 3R T4
B 5 B . Wang S50 4R H—Ff JiE T 6 S2 Fif [7) 24
IR AT I e 5 2ok i A S A R SR i ey B HLAR TR
RCPSP. Ju %2R 2 FAE ML 41 A 19 917 SCS % HE
VeV, FF2R H A 38 0 20K AR e A 4 5 48 R A%
R R B A, DR AR W R PR L X 5 )
R T A AL AR HEVE ML, A3 0 1 ) e b
SRy P ) R A, ] AR 0 5 SR W 5 R n
TREES A B 7 00 VR V8 BE Y . Zheng %62 45
A AL 5 F AR 3 , 32 I TR L - IR A1 Fe 10
it )7 4R BRI | R B3 TR
FGE R ) Jry ERAY R WS, PR AR R A R g
BB 2 G ARG RS LA, FH B8 R 3 4 A 7 =X
FER AT , AR AR 1) AU A 34 A ) % O T A
LRI T

H TR 2 i S A T ARl 2 ) B ARSI, BT L
30 ol Ol 2 4% 328 1y et S I i A S TR 26 S AR
2 TR P K T o i 20 2 W o (A S P2 45 7
A9 Z B 5 AR ST R 25 A i M 4% Il
SRR HLE S 2 TR B IR . A Xk AR
M i R ) B2 T R 6, Tum 5240 DL o 457
L5 By B N, IR A Ry I, B AL AR IR )
) IR 7 KA ) s 4 PR R AURR B 43

2 LR, B SCHR R 5 i 22 15 i LR
AR ABIBTGE , BTN 52 45 400 PR 256 6] 255 T fis 22
A 52 Wi g = 2 B a2 2B C B 47 %) 5 4R AR B S b B



108

PN QR 2]

2025 4F

AIRETI A B, X T AN E M R L RE S ) Bl sh
M o7 A2 B 5 T 04 Ik L N T3R8 B S T B AR 1 i B
poj v W s oin s AISES PRSI SN
SCHF, (SR 5 Sl e BERC B LA o B Y
T AR AR R RE RS I A RPN B S R Sk
B R TR U B IRIRR, AT WIF 5 38 a5l
SEAUS L BVEEAT BUEAG N, HLAAE LA SR LS
A IR T, B R A SE PR T i i v A AR T R

R TRYAEIE . BEXS BIRAN AR, AR SORE R I 2
TR BERAC E ABT EAE BA LGS —, BESE B4
C R SRS I o J5 {22 £ 128 e 30 r) g i 0 ok A
DAt /MEIITH TR0 oAk B b, s B 2L

(M A E R 2 7 i O

1 [k R A

1.1 [E@fEA

SVEE A SCHR AR SCIA Ry 1 i ke T o S
Az (45 ) R 25 A 4 R TIE N D2 4G RB KT o TE L DA K
e T T A A AL BB RN . A /DR T T, AR SC DR
METITH TSR T TS SR Z R Br, 456
o ik o M 3R TOUIN S TR | % 1 ) R A B A i o IR
A b g R+ s SR Bl i B s A A
BT AR R TR, H AR AR A 1 R

U BRARBEAR  ARHEATE PR

wwg NG e 5%

BRI D
_— 5 H i |
G | 3 ;

fERRE
LIESISE SPNEI

»,
R
'

A

Wp
el

........................................................

P i : s 7 ; 3 PR
s : : kL 2 et | | f
Sk fife | | Gurobisss %fﬁ& xwaﬂ;mqfﬁﬁﬁ L

Bl #ABXAE
Fig.1 Technology roadmap

P 1 2 P Rh kB R T He R AT, BRI IR T
FARTE R G KB S, REARE AT
B3R T, 10 ShRE Mk a1 0 S A8 222 e Al 58

U R ARG , Ao g s T 7 ) S 5 A A B L
) Pl B AT IR T2, R TAF M SRR 35 A #4158 &R
Ak

AR T

e . 1

.......................................................................................................................................

o)
©

O ) waten | wmetin () m i

DIREVERFER T

) eée

B2 FAELETEDREEKFRELTER

Fig.2 Single job rework and functional fault rework diagram



% 6 3

Wil 58 45 - 2% T ) RE M B AR T RO R A A 1 109

R TAR B R Ty RS 9, B E
6 € & BYJe AR o, 308 o FICHAC AR S A A0 L - B8
X 2% (fault tree analysis—bayesian network, FTA-BN)
WS ARAT . RBOR T R IR R , 1, Rk T
Yyt 0 W RIS, R TGS EE 248 MR T i
FIR T 45 oA B (0 AR, DGR B i B A% |
APRME I Z A X T T Al 22 R AR B Y
VR, B AT X By B P I i A= 1) 52 o A B2, T )
B EAGE T TN D o,

e
ARSI AT %E LI 1
F1 BERBFSENX

Tab.1 Symbol definition of mathematical model

15 1t
I SR B A (= 1,2, -+, n)
P, PR i 1 BT AT B TR S
M VRN AL (me M)
K RS (ke K)
L TIRERES(Le L)
ik PRl X6 B 5 & () T oR
R, G LR kA
g KAEDIREME IR T35 G (0 e o)
w, Y 0 1R AR
s; PRl @ G ]
L, Bt 0 F iR THHE
Q; P @ J5f
o POR (AP A TFE NS R (AT
d; P i 1 S BRI
d, AV § ABES m AT AR R
0 - 1AsdE, ZAEl i 5 2 MAFAE S 5 AR s e I 8l
" W1, A0
S W B, ARl i 5 7 2 IR A LR k I B

822 FE TR AT ¢ JEBE LT H LAY a2
B2 G (1, E) s, Ho . 13 H 4% G by S 4
A A n AMEAL AR 1A R AR ; E S35 H R
2P AR A ARRAE ML 22 [R] (RGP 247 5 3 1o 5 A1
(A A Ml L T 249 5225 48 A Ml 22 T 1) 9 R 24 3R, 28 1
Bruni %242 H 1 7000 BERRUUSR X, 6 G (1L E) 540K
G(LEUX). Hr vl 5B g5 kIR SRR LY
WVRFA BN R, A 0 6 VR kTSR N .
S Zen BN i SR j =2 [ A5k 1R 55 1 3 5
WL f > OFRIREIRAFAERE R R L A i X 3 L
Ao IR R TR F, =z Z f,-,-kl.fﬁﬂ[éi e IH mAp

keKjelj#i

AT SR BIRE ALK d,, S A SR T

25, DB SR, Pl DA K A T L Ak
PRI DL~ Fol > Fo AR T (5,155, ], 55

lel lel

PRt d, = d,,.

R 5T i 22 1% 138 OC AR IR 3 s, ARl i 2
Be i Q32 e N VB RE K- 1 VB HTE L) e P A%
P S5t Q; B HLAR s e e B A PR A AN 5 M AR rand
SO . 2B INC A i 22 1% 1 0 R AT e B AR L PRy
FU, BRI 5 R R Z A vk B UKk, R
AR SCAH FH A A 20 T 490 35 EL AT At S P P i 5
¥ 18] & [7] 5 (support vector regression, SVR) e ARyl
MIRRY, WS R ER N 0, = 6(F,, 0, rand ).

A l‘andlé I Erandz; Iy rand4§
2 Y Y v v Y

Q@ e 2 e }&»

==

I8 érand_;é

B3 ARMEBESLETTA

Fig.3 Assembly quality deviation transfer diagram

1.2 &R

BEE RIS AR
minZ=3"+Zw9t5 (1)
fed

Z zfi/kl = z zfjtkl = Ty (2)

jelj#i lel jelj#i lel

Viel\{l,n},Vk e K
z fl,,:k,z = z f/-,,,vk,l =R, Vke K, VieL (3)

jelj#1 jelj#n

fWSA-xi/,V(i,j)eX,VkeK,VleL (4)

X, = 1,V(i,j)EE (5)
vt < LY(ij) e Xoi<) (6)
X, 2 %+ X, - 1,V(i,j)eX,i¢j¢P (7)
s
d,,0<ts— <5,
> F,
lel
zl'Fu
e
N VR ®

lel

Dl Fy
dips o1 < e <s,

SF,

lel

YieI\{l,n},YmeM




110 PN QR 2]

2025 4F

d,=0,Yie{l,n} (9)
szsvd A (1-x),V(ij)e EUX,i=]

(10)
s;=0,Yie{l} (11)
Q.= G(F, Q,rand),Vie NM1},YielL (12)
Q.,=0,Yie{l} (13)
w,=H)(Q, Q5+, 0Q,), Y0 €I (14)
2, €{0,1}1,V(i,j) e EUX,i#j (15)

fueZ V(i.j)e EUX,Vke K,Y¥lelL (16)

K ()N HbRRE, (2)~(14) W AR S,
K (15)Fx(16) Rpesf A it . (D) R TAE Y
WH T —EEs,, AR T3 e, X (2)%
X TFAR AR i, H A M55G0 L8R5 kA 9 U
ST HE R, B8 SFPOR IR A R Z M TzE
MR [ A B R & T R i . 30 (3) Bom 45
JEAE TG H T b6 B DB 53 1 &, T00 H 45 RO IR [e] %
Pah, HOSE AN R A | R (4) Fe R BE IR I o R AR
B G R AR e, Z R P A — 2
% K IE B, 45 A B UR AR G fi ik AR, B
Lo ® 0, W, = 1, BANAT 130 (i,7), B0 R AE AL i
SR j 22 RS I 8 VR I 24 5. 20 (5) e Ji
LR N 265 v 8 L I 24 5. =X (6) Ak (7)
Bilk G(I,EUX) &AM HE G . X (8) FonfE it
AR AR e, TR 52 3 R 1809 95 R A )
K g 20 (10) Ferm A b 18] ) R Ly 5 2 il
R G(LEUX)RE . X (12)~X (14) #5375
B HER o, M IR E 2 A A JE LR R R

2 EiEiik

AR SRRV TN < 7 28 T ok e o ARE 6 i
LR NS A g S NG B WAl N (BN = g
w,, VERIE N B RS 82 SR E I R . HCA-
TS BT ANE : ISR BAE N ESR, RN T
YEMV B e F 405 5 B 08 B2 U £k, T2 AT R
BILEHE & A 9 N 5% TC B D0 Ab 5 B S 3 3o 9% 050 G A 7
R RAE L R/THR, ek .

2.1 FEREGRBEEEZE TR

e e o £ S5t o ARE A T ABE 7Y LA B e K L KT
VB 5T £ 22 R i AL DL Y AR A T A i 2 R
h, JE At SVR ST e e Ao A I o i 22 A 12 X 4% 5 P
DIRTiR R 2= A, Bt S b, BT SVR AR

TR RO 235 S0 5T 5kl 22 1% 3 WU, 38 4ok S ) 6 43
245 (support vector classifier, SVC ) Fli 25 fig 5 10 55
YA IOMER 5 55 J5 28 DU IO 46 4 525 30 % 0,
SVRHJEEM T : X i e £, TS, = {(X,.. V.,) J(w =
1,2, -, W). i Al & X, ={F, Q" rand}, Q"=
(Do Ay Az, ooy Ay, Ay Az | 2678 X5 25 R4l
S e RS RIVE N (G e P)TE N AN SHE ARG 75 2]
F AR T T 24 AR AR B = 4 AR bRl 25 (AL EE
SR I R ARl j 5 SR VAN A s5 i 22 - D5 A

N

ﬂ%j{[max E(ijnz + Ay]."z + Azmz):| E/‘J’ﬁzi[i,ﬁﬁtﬂ r‘ﬂ

Y, = {Ax,, Ay, Az ooy Awg Ay, Az b 38 7R LU
X, M AL =4 w2 EES . 5l AL
H5 kR 2 A SR B REAES (X, Y,)PF
SR 3X N A Z M AR TR AR A
(X Ay )y (Xos Ay )y oo (Ko Azy ), M 550 H 4
PEARXT N Y 3 x NASHE -1

SVCH @M 38 7, = {(X,. Z,) . 52 KHR %
Z,, = {highi, medium;, lowi} Fon LA X, R A [ X
B FCAE Y ¢ 1Y 3 R i S GRS S A .
K7 AR C18) Frow , kY ZR5¢ LAY SVR T 2 i
A8 o W 45 SR ¢ B SR (e P)) B
ZEFTT R, € PR i 552 e fe R TR B NAS
DA A5 A 258 T T EUAEL R S, IFARTE 8, 19 B )
O3 T AE G, AR BN 2% B 2 I5C i IS O 22 1 gl B
JIN B

i(A'xinz + A}’inz + Azinz)
5 = i (17)

N
=1

il

max E(ijnz + ijnz + Azj,,z)

{1,0,0}, 1<6,<8,
Z,=1{0,1,0},8,<6,<8, (18)
{0,0,1},8, <8, < »
H TN E T R R B2, R ) TG A TT RE
75 B AN W] 1 26 e o s 45 R, an =X (19) A1 X (20)
NI NS T B U I =0 2 I O 3 2 T (=
WEZ prob, ., RAELFRAE LB ICA AT RENEIE , fi
M % 9] & prob,, = {probi,h, prob, ., prob,,l}. e 4
Fi7R, 4546 D s B s I ZRAning it
1

ﬁ,V*e{h,m,l} (19)

O-i,*: -
1+e™



55 6 1] ifi iR 4 - B TR

B R T ) 2 e A O AR A 111
o P(B.B,--B,)= [] PBB,,) @
prob, . , V¢ e{h,m1} (20) pala)
" g, to.,to, aedUA U4}
L 6 2 K 1 1 s 25 R R 0 AL 4 IS AR R
B.(a = 1,2, A) 375 ULBF 57 190 45 g 45 1, nf 5 P(By=1)= > P(B =b,~ B =1) (22)

MRS BEE J b, e {0, 1}, %R & Ak U Rl ik
BEs iR 2B, (a e Ay )RS E M b, €{0, 1,2}, XF
N7 AE G, JF TR T S B R P(B, ) R T AR
B(aeA)IREBEEND, {0, 1}, X075 B 374 =&
A A . X T D137 D 2% oh (AT 5 A5 A5 B, A
B, #7 BT B, WFK B, h B, BT S I KT P
R A PR P (BB, ) A T F R B, X B R 0
SREE, B AR B AT R, S WIEAREIA A L i
B AN AR A B, . AR

B kR D Re VR BRI, 2

BB,

AT i) R B AT AR A SR AR, 1T
WHEREB

bu(i IS {AR U A[} )Xﬂ'@$1¢lﬁﬁi%1‘%$

2.2

P(B,=b,B,=1)=
P(B,=1B,=b,)P(B,=b,) (23)
P(B,=1)

BERESREREE
1RAE 3 1 (genetic algorithm, GA ) FlE S A

% (tabu search, TS)¥) N 7T)a KB . GATT Y @
PEoiR , (HAF7E iz 5 R | 5 A5 ) 25 TS HAT 9

e Sur ML AR
A A SVRAA TR REALE &
Si_{( iw? m)}
pre Xiws1)=tF, , ON rand)
X ={Fy» ;> rand}
Y ={Ax;y . Ay, ooy Azl NSV RAE 7
N N _ <€
svif ¢ %%i@;ﬂ N[ 1oevhTE =0 H
1 e St T
mm —(u To+C Z(Cﬁﬁ) A A
w,b(, 3N/\ 3 3 |g_§
TN AR B L)
THEAL (X, Avy) St~ ¢(x)-b<e+(. Axis Ay ooy Azyy
THRA2: (X Ay) O P(x)+b-y<e+(, #a
%Eﬂﬁﬁ IRIEEES
TIRAIN: (X Azyy) GGZ0, =l ey : Yipory={Axi1, Ayips ooy Az
Il 25 F & SVCHEA! it Z R fHo, )
I ZRFE AL il THE A 22 A LU AR O, HASVCEH
T={(Xi Zi)) W
X,={Fy, Q, rdnd
) i b TR 45
Z;,,=thigh;, medium;, low;} \\‘ x+b=1 Sigmoidﬁlguﬂ—ﬂjﬂﬂ
K
sve ” o - 1
EZiES wx+b=-1 ox+h=0 Oix P
Sy R LTPN I o
Ziw (5,’ m}ln C() (U*C ;C P S o’i,h+01,m+a1yl
high | TL00) | 1<5,=, T |
pedium (0.10) ] 0,=6=0, R TR
low | 0000) | on=0,=0 G=0,i=1, n prob,.;={prob;}, prob;,,, prob;}

@ 4 SVR #= SVC I % B3| 1\7&
Fig.4 SVR and SVC training and prediction process



112

PN QR 2]

2025 4F

“MELLITRE ST, 19 R JRE PR X 40) i i A A5 ) A A

SIWRATE(HGA-TS) , FIH] GA RKIUAEIL R AE S )™

PE . PRI A SOBE XUZ % 22 3848 8095 (hierarchic ge- AR —"NEUFRIRILAR MR, BRI TS Rl =48 = i
g
netic algorithm, HGA) 5 TS 254, & i1 X2 it & 4k JiE, B ME S Prs .
Vi 2 e B ) SR LS (AN TG { ST |
_____ J i
VITETL : _
e AR
ShIZ Fi l s R |
i _,{ HilJ?‘rUu‘n:?}}zI\Iﬁr“xﬂ“EH}L
PR B g AR I 25 7 A
L P N R b %
R AR W AT 2
}§ , _ L2471 4 e I AR 1
‘ - A [
EF R T g |
m.\‘;.ﬁ;mw; T Bt PSR
L AR
Ry | RER
A G35 fic 014 NL
i AR I 1D
)m mM&m;ur

B 5 HGA-TS#HAEH

Fig.5 Hierachic genetic tabu search algorithm flow chart

221 WEHEUATE

TR A R R A, WS 2
HAEPRERKESFEEP, WK 6 iR, —ME AU
RS NN E RO C (= 1,2, D) Al =4
52X RN E R C (= 1,2, T ) B
WNIZFIRE P, C 45 th AL 2 5 EINUT | stk
C. BEHUBOR R S Gt I A, (] ER A7 08 B A JpL
il (serial schedule generation scheme, SSGS) =K fi#t 14
JE . T AR FE T I — MR S S I 3 3 1 )
() s 4 A ARG, A< SCHE TURR WL A0 e )
SEEHL AN IS S IE BN JZ R . 4D T
S0 30 B 0 (SO0 Dy ol O pR R, A E S AR A
it P I 38 i BEAIL P A — BT g (AR i A e
Wy T AL, ANEME A2 X N ERUR S Bk
APRIE

TR 1AIGINZ R OAR C, e P RHXTR YN
Rk C, ;e 1P,

B2 HIWOE AR B SNR L R BRI AR
FIAMRL AR EAIRA R 50 S B E L oh 2
ik C,, xRN R AR C,, . AT
$%3

B3 THAC 6 e A% e K3 I AR
ﬂ?(Lﬂﬁf”f“.IE7FTEH*2§9FE§Q%ﬁE?FjJCWWPzﬁﬁ%fﬁ

iRt @A ER, WA E—RC, BmAac,,.
ICARERMAINZ G O C,,...
BSR4 PATINZLERE, MRS AR pe FI7E 57

6 pm e 2 75 T 2 SRS SR, 3B
2

H]S: X BB AW C,, AT IR 6~ 45
BR10, HZTA C,. Fe N EENR 205 1

TRo: Wik C,. KRN ER Gk C,,

HBT MR R IR N2 LR ER K ﬁ:EL
ﬂWFﬂmﬁﬁ S, MR 2RI =0

BR5. RIMPAT LIRS

SIS ﬁ%ﬁ%c N EARRZENE A
%ﬁ&wwﬁﬁﬁWﬁ%%@W£%,w%L*ﬁ
Co AR C, . CARERNZREEAC, ...

WO PUATINIZHEFE 38 SRS 44, 15 5]
T—fRIP.

FRI10: EEAE TR, HENZEREE.

B TR PE LR, HEINZEUE L.
222 HRBHEHEE

Poppenborg %77 £ 22 UE B X FAE G AL 51 42 11
gt 3, SR I R A ML RS A T RE S & S i
PR, T 0% VR I 4 A5 — o REAS B S A A l%¢i
Bk HGAf i €, AN C,... .. FH SSGS iy ,



5 6 3] i "SR A5 - 2 P R P Bl TR T o R 8 A A 113
Ci
L4 | 2| 3 | o1
P
03)02]07fo06]|0s|o1| .. |o04|09]o0s5
Ci,] ) CI',Z i X CI'J

BH6 HGA % #+&

Fig.6 Hierachic genetic algorithm encoding diagram

PIGIRP BN 1, IR AR R a i, Bt P4l
W AR SR T N,,,... MR AR
BT TN,....... AT HCA HABE L AE L 51 AN
WEAILBE (] 42 A5 A BRAD B I B 7 5, TS T LA B 42
XY i Z 1) AT BEAF T A A M G IR 50 e, R /S
ST

AR S BIRET N, SE R AR
keK le LMEAPIZBEIRIN (i) A (u,v), WL
&AM D f>0,f0>0;2) 7 G(LEUX) W,
we P HieP, WHIRETF/RITEME, Hrhg, =

{1, ey min(ﬁj}cl’ﬁwk!)}’ WO e fﬁz :fijkz —q ﬁ::;kl =
fmm - ql\f‘izfl;l :ﬁvkl + ql\f:z/,'kl :f i T qr

Sk Juk=4,

(b) V5 f5
H7 ER%KEHSN
Fig.7 Rechange path move

S R S A BT T N, MR IR A A
ke K, le LRI (i) W LUT A0 DAL
{El j 2 IR A7 B B s B R S 06 2R 5 2) 4 BT A
Lo > OB w SR ISR R U,y A S0 > OFIFEL 0
ARSIV IS s = fr P o > frn

wely, veV,

(a) P BE I

Lz B PR 8 P O T % 0 0 3o g, = f -

[ by,

.
zflmm b, =.fijkl - zfj»,,kw i B 5 fu:/m :fu”/ikl PR
A=l d=1

flz:,/kl :f;z,,kjl:l + qa,‘l\ﬂ,,kkl :f/h,kkl - qb,z\ﬁ[,,‘z;z :f;'v,,kk[ + qy,

N T AR R A AR S /INAT S AR
XFERIRIET NV e, TERE AR BK AR LA VEMD i P, B K
VIR g, = min( £ /) THEIARIELN 2 54K
HTN =N UN o EAN, = N2t U N, e

B8 B A5 124 iR EaT

Fig.8 Reverse path movement before adjustment

B9 REBEEBHPEE

Fig.9 After the adjustment of the reverse path movement
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Tab.2 Changes in probability of functional fault

BIRTECREAEAC  SEIRRR RIS
Avg Gap Avg Gap Avg Gap

MEE ok

10 55 02951 — 02948 0.11% 02920 1.07%
12 55 02614 — 02612 0.07% 02587 1.05%
14 55 02383 — 02381 0.06% 02360 097%
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Fig.10 Comparison of rework degree
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Tab.3 A certain type of aircraft assembly project and parameters
(L5 Tl 47 PRI BT ERRL
R1 R2 R3 R4
1 GISSIIE W 1 2 0 3 3
2 JEE A 1 4 4 0 3
3 DIB SIS 2 2 2 2 4 1,2
4 FIALE T BEACRERC 2 1 1 1 2
5 FIALE 1 BEACRERC 2 0 0 0 2
6 HIALE b R REA & 3 0 0 0 3 4,
7 HIALE Sk 3 2 2 3 6 ,
8 JEPLE T BEACRERC 2 1 1 1 2
9 JEHLE 1 BEACRERC 2 0 0 0 2
10 JEPLE b R EEAR A 3 0 0 0 3 8,9
11 JEPLE B 3 2 2 3 6 10
12 BRI KL 2% 2 0 3 3 5 11
13 HIMLE BLE B JEHLE XS 6 5 5 5 10 7,11, 20
14 BILE v BL 2 4 A A BE 2 0 0 0 2 16
15 BLE B 1 RE AR RE e 2 0 0 0 2 16
16 B rp B R4 Fg 4 i 3 2 2 3 6 19
17 BLIL 4 3 0 3 2 3
18 AL AR 1 0 2 1 2
19 BLIL HMEE5E R e e 0 0 0 0 1 17, 18
20 GIEEAIPIS Doy 2 0 1 1 2 14, 15
F4 ARERERFWHZEIILL
Tab.4 Staffing and posterior probability comparison
A I3 BT e SR A X o ek S FRAE A S s AR T U
YEAL 75 NN NN
R1 R2 R3 R4 wd% R1 R2 R3 R4 wd%
1 0,0,1 0.1,1 0,0,0 0,2,1 42 1,0,0 1,0,1 0,0,0 1,1,1 1.6
2 0,1,0 0,1,3 0,1,3 0,0,0 6.9 0,1,0 1,1,2 1,1,2 0,0,0 1.7
3 0,0,2 0,0,2 0,0,2 0,0,2 18.0 0,2,0 1,1,0 0,2,0 1,0,1 1.7
4 1,1,0 0,1,0 0,1,0 0,1,0 4.7 2,0,0 0,1,0 0,0,1 0,1,0 2.0
5 0,0,2 0,0,0 0,0,0 0,0,0 42 1,0,1 0,0,0 0,0,0 0,0,0 2.7
6 1,2,0 0,0,0 0,0,0 0,0,0 3.1 0,2,1 0,0,0 0,0,0 0,0,0 1.1
7 1,0,2 2,0,0 2,0,0 1,1,1 1.6 0,1,2 0,1,1 1,0,1 0,1,2 255
8 0,1,1 0,0,1 0,0,1 0,0,1 5.7 0,2,0 0,1,0 0,1,0 0,1,0 1.7
9 0,2,0 0,0,0 0,0,0 0,0,0 6.9 2,0,0 0,0,0 0,0,0 0,0,0 2.9
10 2,0,1 0,0,0 0,0,0 0,0,0 2.6 2,0,1 0,0,0 0,0,0 0,0,0 2.1
11 2,1,0 1,1,0 0,1,1 0,1,2 1.8 2,1,0 2,0,0 0,1,1 0,1,2 1.0
12 1,0,1 0,0,0 2,1,0 1,1,1 12 0,1,1 0,0,0 1,0,2 2,1,0 72
13 2,2,2 2,1,2 2,0,3 2,2,1 2.6 2,2,2 1,2,2 2,0,3 2,2,1 6.3
14 2,0,0 0,0,0 0,0,0 0,0,0 2.1 0,2,0 0,0,0 0,0,0 0,0,0 4.8
15 1,1,0 0,0,0 0,0,0 0,0,0 2.5 0,0,2 0,0,0 0,0,0 0,0,0 8.2
16 0,1,2 0,1,1 0,0,2 0,1,2 16.3 0,1,2 1,0,1 1,1,0 1,1,1 3.9
17 1,0,2 0,0,0 2,1,0 2,0,0 5.9 3,0,0 0,0,0 2,0,1 2,0,0 1.0
18 0,0,1 0,0,0 0,1,1 0,0,1 6.2 1,0,0 0,0,0 1,1,0 0,0,1 2.9
19 0,0,0 0,0,0 0,0,0 0,0,0 1.6 0,0,0 0,0,0 0,0,0 0,0,0 2.7
20 1,1,0 0,0,0 0,1,0 0,0,1 1.4 0,0,2 0,0,0 0,0,1 0,0,1 19.5
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Comparison of two algorithms for Gantt chart
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Tab.5 Algorithmic comparison experiment
) U Gurobi TS HGA-TS
fill e : : :
- Value Time Value Time Value Time
e A
Avg Gap/%  Avgls  Gapl/% Avg Gap/% Avg/s Gap/% Avg Gap/% Avg/s Gap/%
10 55 31.3 — 450 — 453 30.8 66 81.4 37.5 16.6 150 55.2
12 55 37.0 — 617 — 55.6 335 150 70.3 44.7 17.2 241 52.0
14 55 40.2 — 844 — 62.3 355 399 50.9 51.0 21.2 616 23.6

RO, LSO HOA B AT G TSI 4TI #8345 B A Tl 5 v, LA DA g A9 TS Wie 8
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BRHUE

H b

F b R KU

F b R B

80 800
70
i 600 F
s0f g
= 400}
40 &
30 200 .
20
10 1 1 1 0 1 1
Gurobi TS HGA-TS Gurobi TS HGA-TS
AP APS
(a) B BREL(E (b) FZH

B 14 10 7R R 532 b 4 2
Fig.14 10 different algorithms contrast box line diagram
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Tab.6 Large—scale algorithm comparison experiments

Gurobi TS HGA-TS
PRV R ST A Value Time Value Time Value Time
Avg  Gap/% Avgls  Gap/%  Avg Gap/% Avg/s Gap/% Avg Gap/%  Avgls Gap/%

30 55 70.9 — 418 — 73.9 4.1 199 52.5 70.4 0.7 216 48.3

60 55 — — — — 135.2 — 1334 — 118.8 — 1081 —

90 55 — — — — 189.6 — 3677 — 156.6 — 2 406 —

process in GP company[D]. Jinan: Shandong University, 2021.
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